
Fair Classification with Counterfactual Learning
Maryam Tavakol

Technical University of Dortmund, Dortmund, Germany
maryam.tavakol@tu-dortmund.de

ABSTRACT
Recent advances in machine learning have led to emerging new ap-
proaches to deal with different kinds of biases that exist in the data.
On the one hand, counterfactual learning copes with biases in the
policy used for sampling (or logging) the data in order to evaluate
and learn new policies. On the other hand, fairness-aware learning
aims at learning fair models to avoid discrimination against certain
individuals or groups. In this paper, we design a counterfactual
framework to model fairness-aware learning which benefits from
counterfactual reasoning to achieve more fair decision support sys-
tems. We utilize a definition of fairness to determine the bandit feed-
back in the counterfactual setting that learns a classification strat-
egy from the offline data, and balances classification performance
versus fairness measure. In the experiments, we demonstrate that a
counterfactual setting can be perfectly exerted to learn fair models
with competitive results compared to a well-known baseline system.
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1 INTRODUCTION
Often, machine learning methods highly depend on factual rea-
soning, which means that the existent observations are considered
the facts. The collected data, the sampling (or logging) policy, the
environmental constraints, and many other factors are the main
components for learning various models. However, these condi-
tions bring different kinds of biases with themselves into the frame-
works, that effectively shape the resulting models learned from
these scenarios [16]. One of the main concerns in recent artificial
intelligence research is that the data-driven approaches preserve
the unfairness available in the collected/offline data in the resulting
models. For instance, if historically, gender was a compelling factor
to indicate having a lower or higher income, this effect still has a
significant role in designing new decision support systems. There-
fore, fairness-aware learning has emerged to eliminate this effect by
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taking different measures of fairness into the optimization process.
These measures are mostly defined based on sensitive attributes
existing in the data and aim at balancing the decisions made for
protected and non-protected groups.

On the other hand, counterfactual methods are designed to learn
unbiased policies from logged bandit data via counterfactual rea-
soning. Counterfactual reasoning is introduced for evaluation and
learning from offline data, which takes into account the conditions
that could have happened if the data was created, sampled, or la-
beled differently [4, 18]. In these scenarios, only the partial labels
(aka bandit feedback) are available, that means, the feedback is
solely provided for the chosen policy/decision at the time of sam-
pling. Hence, counterfactual learning aims to model all the other
policies using counterfactual reasoning which leads to learning
unbiased policies from sampled data.

Therefore, both concepts (fairness-aware and counterfactual
learning) are correlated in terms of removing biases from the avail-
able data. Fairness is concerned about biases in the data against mi-
nority groups, and counterfactual methods learn unbiased policies
from sampled data. Intuitively, we draw a remarkable connection
between two concepts by assuming that the sampling policy in the
counterfactual setting is equivalent to the unfair decisions in the
fairness setting. As a result, we are able to model fairness-aware
learning in a counterfactual framework, and show how counterfac-
tual learning can move from the unfair decisions in the data toward
learning models that are more fair.

In this paper, we model fairness-aware multi-class classification
problems in a counterfactual setting, using a definition of fairness
based on equalized odds, that can be easily extended to other
definitions of fairness. Equalized odds [7] is an indicator to de-
termine an equal opportunity for various groups by considering
the difference of true classified instances between protected and
non-protected groups in all classes. We further utilize this measure
to turn it into a reward function for the optimization problem in
the counterfactual framework. Empirically, we illustrate that our
approach is perfectly able to balance fairness versus AUC (Area
Under the ROC Curve) on a real-world dataset.

2 BACKGROUND
2.1 Fairness-Aware Learning
Generally speaking, fairness is defined as the absence of any discrim-
ination against individuals or groups. Mehrabi et al. [16] enumerate
more than twenty different biases from several perspectives which
result into variant definitions and/or formulations for fairness, from
disparate treatment and disparate impact [3], to equalized odds and
counterfactual fairness [7, 14]. These definitions are employed in
several tasks for fairness-aware learning that among them, we aim
at addressing the classification problems.
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One of the first attempts to have a fair classifier employs a regu-
larization approach in the logistic regression method for multiple
sources of unfairness [11]. Some classifiers are designed to only
satisfy a certain definition of fairness [6], while other methods tend
to provide a more general framework for discrimination-free clas-
sification [1]. Zafar et al. [20] present an optimization approach
to maximize the classification performance subject to a fairness
constraint and vice versa which leads to a trade-off between ac-
curacy and fairness. Building upon that, other methods as well
integrate a fairness measure into the optimization problem such as
boosted trees [9] and adversarial neural networks [15]. Moreover,
we would like to draw a line between “counterfactual fairness" and
fair learning in “counterfactual setting" to avoid confusion. Coun-
terfactual fairness [14] is one definition of fairness that considers
the same decision for actual as well as counterfactual situations
[12, 13]. However, counterfactual setting provides a learning frame-
work to learn and evaluate unbiased policies from logged data that
we employ in this paper for fairness-aware learning.

2.2 Counterfactual Learning
Counterfactual reasoning is introduced as a means of learning from
logged bandit feedback [4, 18], and has been studied in interac-
tive systems such as recommendation. The main problem in these
systems is that the data is collected with a sampling (or logging)
policy and learning any new policy would be highly biased toward
that policy. The line of research in this domain is mainly based on
inverse propensity scoring [8], where the samples are re-weighted
according to the relation of an actual policy to the sampling pol-
icy. In the recent years, several counterfactual estimators have
been introduced for off-policy evaluation of new policies that also
cope with the bias-variance problem. Some examples include direct
model [5], doubly robust estimators [5], self-normalized [19], and
so on. Most recently, Su et al. [17] have introduced a general family
of estimators in the contextual bandit setting, which trades-off the
bias versus variance, and any of the above estimators can be instan-
tiated from that. Additionally, due to its differentiable property, this
estimator can be used in gradient-based learning algorithms like
POEM [18] for learning the optimal policy. POEM is an efficient
algorithm for structured output prediction, in which, predictions
are characterized using the linear function of a joint feature space of
the policy. Alternatively, Kallus [10] brings in a new algorithm that
optimizes the policy and weights simultaneously using balancing
methods from the causal inference. Nonetheless, their algorithm is
computationally expensive, we thus benefit from POEM algorithm.

3 FAIR CLASSIFICATION MODEL
Counterfactual methods are a reliable technique to remove the
decision biases from the logged data in order to learn impartial
policies. Additionally, many available datasets that are used to
design new decision support systems suffer from discrimination
against certain individuals or groups. Therefore, we connect the two
concepts, and in this section, present a counterfactual framework
for fairness-aware learning which can be effectively employed in
real-world scenarios.

3.1 Preliminaries
We begin by formulating the problem of fair classification in which
the resulting model is impartial toward various groups. We render
a binary classification task that is easily extendable to multi-class
classification problems. Let x ∈ Rd be a feature vector of size d ,
y ∈ {−1, 1} be the corresponding class label, and for every sample,
s be an additional sensitive attribute such as gender or race that
we consider is binary for simplicity, i.e., s ∈ {0, 1}. As a result, the
collection of n i.i.d. samples form a training set of {(xi , si ,yi )}ni=1.

Standard approaches do not distinguish between the sensitive
attribute and all the other attributes and consider the entire feature
vector as x̄ = [x, s]. Hence, any classification algorithm can be
applied on the data {(x̄i ,yi )}ni=1 in order to optimize a performance
measure such as accuracy or AUC. However, the obtained mod-
els are highly biased toward the information existing in the data
which is discriminative. For instance, if historically, women had
a lower hiring rate than men, the resulting models would be still
unfair against women. We thus eliminate the sensitive attribute
from the samples and design a model that optimizes a measure of
classification performance as well as a measure of fairness.

In this paper, we use the definition of equalized odds for eval-
uating fairness, and we show later in this section that any other
definition of fairness is applicable in our framework. Equalized
odds [7] declares that both protected and non-protected groups
should have equal true positive rates and false positive rates. In a
formal notation, a prediction ŷ satisfies equalized odds if

P(ŷ = 1|s = 0,y) = P(ŷ = 1|s = 1,y), y ∈ {0, 1}, (1)

where in terms of optimization problem, we are interested in maxi-
mizing their ratio and a ratio of one is the optimal. Therefore, we
aim at finding a function f that maximizes the described fairness
measure as follows

max
f

min
(
P(f (x) = 1|s = 0,y)
P(f (x) = 1|s = 1,y)

,
P(f (x) = 1|s = 1,y)
P(f (x) = 1|s = 0,y)

)
. (2)

Note that P(f (x) = 1|s = 1,y) and P(f (x) = 1|s = 0,y) are the
positive rates for the protected and non-protected groups, respec-
tively. In addition, we still need to deal with the classification task
which can be only evaluated from offline data. let L be a chosen loss
function for the classification task, function f should also optimize
the following objective function

min
f

n∑
i=1

L (yi , f (xi )) . (3)

Given these two objective functions, we propose a novel framework
which optimizes both Equations (2) and (3) to balance fairness
measure versus classification performance without combining them
in a single objective as [20] does. Therefore, our approach is flexible
for different fairness constraints/definitions.

3.2 Counterfactual Framework
In the counterfactual setting, a context s ∈ S, drawn from an un-
known distribution P(S), provides the information that is required
to make a decision, and let a ∈ A be an action/decision which is
chosen from the possible set of actions A. A policy π : S → A
gives a probability distribution over possible actions in a given
context and π0(a |s) is the sampling policy. Additionally, for every



sample (s,a) there is a partial feedback r as a numerical reward
signal which leads to the logged data in the form of {(si ,ai , ri )}ni=1.

Given the set of all available policies Π, we aim to find an optimal
policy π∗ which minimizes the loss of prediction on offline data,
while it is unbiased with respect to π0. To do so, we first need an
unbiased estimator of a new policy π to estimate the loss R

R(π ) = EsEa∼π (a |s )Er [r ], (4)

which is used in the following objective function

π∗ = arg min
π ∈Π

[R(π )] . (5)

As mentioned in Section 2.2, different estimators have been pro-
posed to compute an unbiased estimate of Equation (4), and several
learning algorithms to optimize Equation (5). Therefore, we model
the fairness-aware learning in this counterfactual setting in order
to learn a policy that guarantees a bounded bias and variance.

In our model, we define si := xi which indicates that a feature
vector in the classification task is equivalent to a context in the
counterfactual setting. We further consider that the class labels
are the decisions derived from a particular policy, which has two
implications. First, in terms of learning the optimal policy π∗, we
aim at re-labelling the samples in order to additionally comply with
the fairness constraint. Hence, optimizing the objective function
in Equation (3) translates into learning the optimal policy in the
counterfactual setting such that f (xi ) ≃ π∗(ai |xi ). Note that the
value of ai is not limited to binary values and the model thus
can be used in multi-class classification problems as well. Second,
in terms of existing offline data, the decisions have been already
made taking the sensitive attribute into account which leads to the
sampling policy π0(ai |xi ) = yi . Therefore, the sampling policy is
known and is deterministic. Nevertheless, we are interested in a
stochastic policy to approximate the likelihood of all the decisions
in a given context which later can be used in characterizing the
feedback. Accordingly, we estimate π0 from the data via logistic
regression in order to determine the decisions with low probability.
Consequently, π̂0 is learned from {(x̄i ,yi )}ni=1 as the unfair/biased
sampling policy in which the data includes the sensitive attribute.

Furthermore, we compute the rewards of the counterfactual
model from the fairness measure introduced in Equation (1). Note
that the reward can be interpreted as risk in this context, since it
is employed in the minimization task of Equation (4). Let s = 1
denotes the protected group, in order to satisfy the equalized odds
measure, we determine a number k such that∑n

i=1 1{yi = 1 ∧ si = 1} + k∑n
i=1 1{si = 1}

=

∑n
i=1 1{yi = 1 ∧ si = 0} − k∑n

i=1 1{si = 0}
(6)

holds for the logged data, where 1{.} is the indicator function.
The above equation implies that swapping the label of k positive
samples from the non-protected group with the label of k negative
samples from the protected group will lead to equal positive ratios,
or in other words, a fair classification. We utilize the learned unfair
(sampling) policy π̂0 to penalize the k samples with the lowest
probabilities from each group that belong to the incorrect class in
terms of fairness. Therefore, the reward value is given by

ri =

{
0 i ∈ {B+k ∨ B−k }

−1 otherwise
(7)

where B+k =
{
arg mini ,s=0 π̂0(yi = 1|x̄i )

}
× k,

and B−k =
{
arg mini ,s=1 π̂0(yi = 0|x̄i )

}
× k .

Note that “×k" stands for taking the arg min for k times. Conse-
quently, Equation (7) guides the counterfactual learning toward
more fair models by substituting the less likely samples of non-
protected group in the positive class with low probable samples of
protected group devoted to the negative class.

Figure 1: Classification performance vs. fairness measure.

4 EMPIRICAL STUDY
We conduct our experiments on the Adult income dataset [2] that
contains a total of ∼45k subjects with a binary label to indicate a
high or low income. We consider the attribute “gender" as the bi-
nary sensitive feature separating the protected group from the non-
protected one. The data is prepared using the pre-processing tech-
nique in [20] and the shuffled data is split into train, validation, and
test sets with ratios of (60%, 10%, 30%). We use POEM algorithm [18]
to train a counterfactual model in which the reward is computed
from Equation (7). Model selection is performed on the validation
set that leads to a self-normalized estimator with a variance regular-
izer [19]. The sampling policy π0 is estimated on a fraction of train-
ing data via logistic regression algorithm with LBFGS solver and l2-
norm regularizer. For evaluating the performance, we compute the
Area Under the ROC curve (AUC) which gives a more strong metric
for classification scenarios compared to accuracy, particularly, when
there is class imbalance. Additionally, fairness is measured with the
ratio given by the min operator in Equation (2), in which the value
of 1 satisfies the equalized odds. We repeat all the experiments over
several runs and report the average results with their standard error.

4.1 Performance Results
In the first experiment, we evaluate the effectiveness of our counter-
factual approach in terms of the value of k to find a trade-off point
between classification performance and fairness. Recall that k de-
termines the number of samples to penalize from the training data
in order to satisfy equalized odds. Nevertheless, this number might
be strong with respect to fairness such that it causes reverse fair-
ness (discrimination against non-protected group), which also can
lead to the loss of performance. Hence, we modify the number of
samples from each group to penalize in the range of [0.2k, . . . , 2k]
and evaluate the performance.

Figure 1 shows that the value of k itself is the right amount of
samples to penalize for gaining the maximum fairness. However,
the degree of fairness is declined in both directions: in the left
part, due to reducing the fairness cost, and in the right part, due to



Figure 2: Performance w.r.t. different sub-sample fractions.

reverse fairness. On the other hand, by increasing the number of
samples to penalize, the sampling policy, which contains the actual
class labels is more undermined and the classification performance
diminishes. Note that we also add the results in terms of accuracy
to show that accuracy might be misleading in classification tasks
and does not provide the true effectiveness of a method.

In addition, we study the effect of sampling fraction for learning
the logging policy π̂0. That means we vary the size of sub-sampled
data from the training set to estimate π̂0. Figure 2 exhibits the per-
formance results in terms of both AUC and fairness for sub-sample
fractions from 0.1 to 1. The figure shows that changing the fraction
data does not have a significant outcome on the performance.

We further evaluate our counterfactual framework compared
to a qualified method for fair classification introduced by [20] as a
baseline. We utilize the code and setup that are available online to
compute the performance of their method. The baseline employs
the p%-rule to measure fairness where p = 100 is equivalent to
equalized odds. Figure 3 represents the performance of both meth-
ods in terms of AUC and fairness. We compare the baseline with
the results from our approach with 0.8k and sub-sample fraction of
0.2 as the best performing configuration (see Figure 2) in terms of
multiplicative loss factor (γ ). This factor balances classification per-
formance and fairness measure in the optimization process of the
baseline method. The figure demonstrates that our model is in-line
with the baseline method. There is only a raise in the fairness over
our model for γ = 0.2, however, the AUC is lower than our classi-
fication performance. Additionally, the intersection point, where
the AUC and fairness are balanced, is almost the same for both
approaches, about 0.71 (comp. Figure 1). Moreover, the counterfac-
tual framework is computationally much more efficient than the
baseline and thus is an excellent method for learning fair models.

5 CONCLUSIONS
In this paper, we presented a counterfactual framework tuned for
fairness-aware learning. Leveraging the ideas of counterfactual rea-
soning to learn unbiased policies from offline data, we designed a
model in which the unfair decisions are now rectified to balance
fairness versus classification performance. In our setting, we con-
sidered the biased decisions (or class labels) as the sampling policy,
and utilized a fairness measure for specifying the partial feedback
for those decisions. Our empirical results showed that our coun-
terfactual framework is able to effectively cope with the fairness
issue, and increases the measure of fairness while maintaining an
acceptable classification performance for the decision systems.

Figure 3: Performance compared to baseline.
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