
Factored MDPs for Detecting	

Topics of User Sessions

Maryam Tavakol & Ulf Brefeld	
!
Knowledge Mining & Assessment	


brefeld@cs.tu-darmstadt.de

mailto:brefeld@cs.tu-darmstadt.de?subject=


Ulf Brefeld                               Knowledge Mining & Assessment Group

! A user views the following item:	


!

!

!

!

! Task: Recommend an item that is likely to be clicked	


! But: What’s the reason for viewing that item?

Traditional Item-to-Item
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! A user views the following sequence of items:	


!

!

!

!

! What is the user’s goal of the session?	


! Take a content-based approach!

Session-to-Item
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Attribute View
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Attribute View
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Markov Decision Processes

! 4-tuple	


! Set of states    (last k viewed items/user clicks)	


! Set of actions    (items)	


! Reward function	


! Transition probabilities

6

S

A

R : S ⇥ A ! R

P : S ! A ! S " [0, 1]

!S, A, R, P "

(positive for clicks on 	

recommended items)
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Factored MDPs

! States decompose into state variables 

!

!

! Factorisation of probability distribution

7

S = X 1 ! X 2 ! . . . ! X n

P(S!|S, a) =
n!

j =1

P(X !
j |parent(X !

j ), a)

colour  brand  price

value of attribute j given all	

attributes of previous items
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Attribute Independence
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Figure 2: Left: Transition model of a joint factored MDP. Ev-
ery attribute value depends on the complete history of all previ-
ously viewed items and their attributes which leads to an infea-
sible model. Right: Sequences of attributes form independent
components. There are no dependencies between attributes.

An elements 2 Sj corresponds to a sequence of realisations of
the j -th attribute. Consequentially, the factorisation also impacts
the set of actions which is now given byA = A 1 ⇥ . . . ⇥ A n

with A j = dom(Xj ) for all j . We useaj 2 A j andxj 2 Xj

interchangeably in the remainder for convenience.
The reward after taking actiona (i.e., recommending the corre-

sponding itemi ) in states is given by the reward functionR(s, a).
Positive rewards indicate a click on a recommended item in which
case the recommendation was successful and has been accepted by
the user. The transition functionP(s! |s, a) estimates the probabil-
ity of entering states! after recommendinga in states. Note that
s serves as a preÞx ofs! which is given bys! = s � i ! , wherei !

is the clicked item by the user and� the operator that appends two
sequences, e.g.,q � p = pq.

The length|s| of the actual states is continuously increased by
appending clicked items, exactly one at a time. Thus, instead of ad-
dressing the complexP(s! |s, a), transition probabilitiesP(i ! |s, a)
are often used as an equivalent proxy due to their simpler structure.
The quantityP (i ! |s, a) is the transition probability of clicking on
item i ! when in states and recommending itema. The transition
probabilities can be represented as a two-layer acyclic graph that
connects the attributes of the previously viewed items ins with the
attributes of the item to be clicked denoted byi ! . Theoretically, the
joint transition probability can be efÞciently computed by factoris-
ing conditional probabilities, e.g.,

Pr( X !
1, ..., X !

n |s, a) =
n!

j =1

Pr( X !
j |parents (X !

j ), a),

whereparents (X !
j ) denotes the parents of the nodeX !

j in the un-
derlying graphical model. However, the state space of the fMDP
grows exponentially in terms of the number of attributes and the
length of the session and renders practical application infeasible as
the exact estimation of the optimal policy is not feasible due to the
curse of dimensionality [14]. Thus, we havenÕt won anything yet
in terms of feasibility but successfully rephrased the model over
attribute sequences of the viewed items (Figure 2 left).

3.3 Exploiting Independence
Directly addressing the jointPr( X1, . . . , Xn |s, a) requires a state

space that is intractable even for small and medium-sized ware-
houses. We therefore treat the attributes of the items as independent
and approximate the intractable joint by a product of independent
decisions,

Pr( X1, . . . , Xn |s, a) ⇡
n!

j =1

Pr( Xj |sj , aj ).

The idea is to split the fMDP into an ensemble ofn disjoint and
independent fMDPs, one for each attribute. Thej -th fMDP focuses
on only thej -th attribute and recommends a realisationaj of Xj

based on the sequence of attributessj of the previously viewed
items. In Figure 1 for instance, guessing that the next item will
be anothershirt can trivially be done in the absence of all other
attributes. A similar argument holds for expecting adark colouror
a garment forwomen.

The following theorem shows that an fMDP with independent
chains of random variables admits an equivalent representation as
an ensemble ofn independent fMDPs.

THEOREM 1. A factored MDP with a set ofn independent com-
ponentsX = {X 1, . . . , Xn } allows an equivalent representation
as an ensemble ofn independent fMDPs, one for each component
Xj where1  j  n. Let V " (x) be the optimal value for state
X = x in the joint fMDP andV " (xj ) be the optimal value for
attributeXj = xj in thej -th fMDP, for all 1  j  n. It holds

V " (x) =
n"

j =1

V " (xj ).

PROOF. The standard update rule of value iteration is given by

V N +1 (x) = max
a

[R(x, a) + �

"
x ! P (x! |x, a)V N (x! )].

Replacing the maximum operator by a softmax gives

V N +1 (x) =
1
⇢

log
"

a

exp[⇢R(x, a)+ �⇢

"

x !

P (x! |x, a)V N (x! )],

where⇢ controls the degree of the approximation and the exact
maximum is recovered for⇢ ! 1. We show the claim by induc-
tion for value iteration. ForN = 1 , we have

V 1(xj ) =
1
⇢

log
"

aj

exp[⇢Rj (xj , aj )]

for thej -th fMDP of the ensemble and the joint is obtained by

V 1(x) =
1
⇢

log
"

a

exp[⇢R(x, a)]

=
1
⇢

log
"

a1

#"

a2

. . .
#"

an

!

j

exp{ ⇢Rj (xj , aj )}
$$

The innermost summation can be rewritten as
"

an

%
exp{ ⇢R1(x1, a1)} ⇥ á á á⇥ exp{ ⇢Rn (xn , an )}

&

= exp { ⇢R1(x1, a1)} ⇥ á á á⇥ exp{ ⇢Rn # 1(xn # 1, an # 1)}

⇥
"

an

exp{ ⇢Rn (xn , an )}

by drawing unrelated terms out of the sum. Continuing for the other
summations gives

V 1(x) =
1
⇢

log
%!

j

"

aj

exp{ ⇢Rj (xj , aj )}
&

=
1
⇢

"

j

log
"

aj

exp[⇢Rj (xj , aj )] =
"

j

V 1(xj ),

which shows the claim forN = 1 . Now assume thatV N (x) =' n
j =1 V N (xj ) holds for all x. For the joint fMDP, the second

complete model infeasible

?

category brand price category brand price

O(dn)
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Figure 2: Left: Transition model of a joint factored MDP. Ev-
ery attribute value depends on the complete history of all previ-
ously viewed items and their attributes which leads to an infea-
sible model. Right: Sequences of attributes form independent
components. There are no dependencies between attributes.

An elements 2 Sj corresponds to a sequence of realisations of
the j -th attribute. Consequentially, the factorisation also impacts
the set of actions which is now given byA = A 1 ⇥ . . . ⇥ A n

with A j = dom(Xj ) for all j . We useaj 2 A j andxj 2 Xj

interchangeably in the remainder for convenience.
The reward after taking actiona (i.e., recommending the corre-

sponding itemi ) in states is given by the reward functionR(s, a).
Positive rewards indicate a click on a recommended item in which
case the recommendation was successful and has been accepted by
the user. The transition functionP(s! |s, a) estimates the probabil-
ity of entering states! after recommendinga in states. Note that
s serves as a preÞx ofs! which is given bys! = s � i ! , wherei !

is the clicked item by the user and� the operator that appends two
sequences, e.g.,q � p = pq.

The length|s| of the actual states is continuously increased by
appending clicked items, exactly one at a time. Thus, instead of ad-
dressing the complexP(s! |s, a), transition probabilitiesP(i ! |s, a)
are often used as an equivalent proxy due to their simpler structure.
The quantityP (i ! |s, a) is the transition probability of clicking on
item i ! when in states and recommending itema. The transition
probabilities can be represented as a two-layer acyclic graph that
connects the attributes of the previously viewed items ins with the
attributes of the item to be clicked denoted byi ! . Theoretically, the
joint transition probability can be efÞciently computed by factoris-
ing conditional probabilities, e.g.,

Pr( X !
1, ..., X !

n |s, a) =
n!

j =1

Pr( X !
j |parents (X !

j ), a),

whereparents (X !
j ) denotes the parents of the nodeX !

j in the un-
derlying graphical model. However, the state space of the fMDP
grows exponentially in terms of the number of attributes and the
length of the session and renders practical application infeasible as
the exact estimation of the optimal policy is not feasible due to the
curse of dimensionality [14]. Thus, we havenÕt won anything yet
in terms of feasibility but successfully rephrased the model over
attribute sequences of the viewed items (Figure 2 left).

3.3 Exploiting Independence
Directly addressing the jointPr( X1, . . . , Xn |s, a) requires a state

space that is intractable even for small and medium-sized ware-
houses. We therefore treat the attributes of the items as independent
and approximate the intractable joint by a product of independent
decisions,

Pr( X1, . . . , Xn |s, a) ⇡
n!

j =1

Pr( Xj |sj , aj ).

The idea is to split the fMDP into an ensemble ofn disjoint and
independent fMDPs, one for each attribute. Thej -th fMDP focuses
on only thej -th attribute and recommends a realisationaj of Xj

based on the sequence of attributessj of the previously viewed
items. In Figure 1 for instance, guessing that the next item will
be anothershirt can trivially be done in the absence of all other
attributes. A similar argument holds for expecting adark colouror
a garment forwomen.

The following theorem shows that an fMDP with independent
chains of random variables admits an equivalent representation as
an ensemble ofn independent fMDPs.

THEOREM 1. A factored MDP with a set ofn independent com-
ponentsX = {X 1, . . . , Xn } allows an equivalent representation
as an ensemble ofn independent fMDPs, one for each component
Xj where1  j  n. Let V " (x) be the optimal value for state
X = x in the joint fMDP andV " (xj ) be the optimal value for
attributeXj = xj in thej -th fMDP, for all 1  j  n. It holds

V " (x) =
n"

j =1

V " (xj ).

PROOF. The standard update rule of value iteration is given by

V N +1 (x) = max
a

[R(x, a) + �

"
x ! P (x! |x, a)V N (x! )].

Replacing the maximum operator by a softmax gives

V N +1 (x) =
1
⇢

log
"

a

exp[⇢R(x, a)+ �⇢

"

x !

P (x! |x, a)V N (x! )],

where⇢ controls the degree of the approximation and the exact
maximum is recovered for⇢ ! 1. We show the claim by induc-
tion for value iteration. ForN = 1 , we have

V 1(xj ) =
1
⇢

log
"

aj

exp[⇢Rj (xj , aj )]

for thej -th fMDP of the ensemble and the joint is obtained by

V 1(x) =
1
⇢

log
"

a

exp[⇢R(x, a)]

=
1
⇢

log
"

a1

#"

a2

. . .
#"

an

!

j

exp{ ⇢Rj (xj , aj )}
$$

The innermost summation can be rewritten as
"

an

%
exp{ ⇢R1(x1, a1)} ⇥ á á á⇥ exp{ ⇢Rn (xn , an )}

&

= exp { ⇢R1(x1, a1)} ⇥ á á á⇥ exp{ ⇢Rn # 1(xn # 1, an # 1)}

⇥
"

an

exp{ ⇢Rn (xn , an )}

by drawing unrelated terms out of the sum. Continuing for the other
summations gives

V 1(x) =
1
⇢

log
%!

j

"

aj

exp{ ⇢Rj (xj , aj )}
&

=
1
⇢

"

j

log
"

aj

exp[⇢Rj (xj , aj )] =
"

j

V 1(xj ),

which shows the claim forN = 1 . Now assume thatV N (x) =' n
j =1 V N (xj ) holds for all x. For the joint fMDP, the second

complete model infeasible exploit independence

?

category brand price category brand price

O(dn) O(dn)
(see theorem in the paper)
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Exact and Approximate fMDPs

! Exact           estimated by Maximum Likelihood	


! Approximate (Shani et al., JMLR 2005)	


!

! Optimisation by value iteration

10

P(x!|s, x)

Q(st , xt ) = R(st , xt ) + !
!

s0
t

P (s!
t |st , xt )V

" (s!
t )

value of recommending attribute 	

realisation xt when in state st

approximate                                 andP(x|s, x) ! !P (x|s) P(x|s, x!) ! !P (x|s)
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Topic Detection

! Use min-max normalisation of                values	


!

!

! Thresholding important!

11

xj with high Q-values are likely observed next and thus consti-
tute a part of the topic ofsj . For uniformly distributedQ-values,
e.g.,Q(sj , x j ) ! Q(sj , x !

j ) for all x j , x !
j , the topic contains the

whole domaindom(Xj ), indicating that thej -th attribute does not
contribute to the topic. As a consequence, any realisation of that
attribute may be observed next. IntermediateQ-values are ranked
according to their difference to the maximumQ-value, such that
the expected realisations of attributej are computed by the min-
max normalisation

q(Xj = xj |sj ) =
Q(sj , x j ) " minx !

j
[Q(sj , x !

j )]

maxx !
j
[Q(sj , x !

j )] " minx !
j
[Q(sj , x !

j )]
, (2)

for all 1 # j # n. The independent results are then multiplica-
tively combined to approximate the desired probabilities

P(x1, . . . , x n |s) $
n!

j =1

q(xj |sj ).

3.7 Recommendation
Our approach can also be turned into a recommender system as

follows. In contrast to the topic extraction, we use a softmax instead
of the min-max normalisation to translateQ-values into probabili-
ties,

Pr(Xj = xj |sj ) =
exp{Q(sj , x j )}"
x !

j
exp{Q(sj , x !

i j }
. (3)

The softmax gives us a probability distribution over the state space
of every attribute. The use of the exponential function penalises
even small differences and thus acts like a probabilistic winner-
takes-all. Note that in practice, recommendations have to be com-
puted very efÞciently under rigid time constraints. Having a clear
set of winners helps to speed-up the computation by continuously
Þltering out items at early stages that cannot make it into the top-m
to save time for more promising candidates.

Given the estimates in Equation (3), the score for itemi with
attribute combinationx1, . . . , x n is simply given by the product of
the corresponding probabilities, or alternatively, by the sum of the
corresponding log-probabilities, that is,

score(i ; s) =
n!

j =1

P (Xj = xj |sj ) $
n#

j =1

log P(Xj = xj |sj ).

The scores impose a ranking on the items and the top-scoring prod-
ucts can be recommended.

4. EMPIRICAL EVALUATION
In this section, we evaluate our approach on an anonymised click

log from Zalando1, a large European online fashion retailer. The
data distribution is modiÞed so that no conclusions on customer
data or business Þgures of the company can be drawn. There are
1, 721, 483 user sessions consisting of24, 353, 852 clicks in total.
Sessions are split after 25 minutes idle time and the average session
consists of 14 clicks. Every click is associated with a timestamp,
the attributes of the viewed item, user ID, and the recommended
items. We focus on attributes colour, gender, category, and price.
The latter is translated into 16 discrete categories. There are 62
different colours, 16 genders, and 61 categories in the log.

1www.zalando.de

4.1 Small-scale Topic Detection
Measuring the performance of topic detection methods using real

world data is difÞcult as topics are not observed variables but con-
tained only implicitly in the data. We therefore test the topic pre-
diction against the attribute values of the next clicked item.

Hence, we translate the distribution in Equation (2) into a dis-
crete set of attribute values. A simple thresholding approach dis-
cards unlikely realisations and returns a setTj for every attribute
1 # j # n given a sessions = ( s1, . . . , sn ),

Tj (sj ) = {xj |xj %dom(Xj ) & q(Xj = xj |sj ) > c }

wherec is a user deÞned constant. Large values ofc thin out the
topic and focus on highly probable attribute values; thus, empty
topics may be the consequence. On the other hand, small values
of c weaken the interpretability and usability of the resulting top-
ics unnecessarily that may contain many unlikely realisations. In
the Þrst set of experiments, we usec = 1

2 and study variations
of the parameter afterwards. The joint topicT (s) is then given as
the union over all attributes byT(s) =

$ n
j =1 Tj (sj ). The setT

speciÞes the attribute values that are within the topic of the session.
We evaluate the accuracy of the extracted topics for every at-

tribute as well as for the joint topic using indicator functions[[z]]
yielding one if the argumentz is true and 0 otherwise. LetTj (sj )
be the topic of an ongoing session andx!

j the corresponding real-
isation of the next clicked item. The topic prediction is correct if
[[x!

j %Tj (sj )]]. The joint topic is then evaluated by concatenating
the individual results with an and-operator,

acc(T, s, i ! ) =
n%

j =1

[[x!
j %Tj (sj )]].

Note that high accuracies in individual attributes do not necessarily
indicate a good joint performance as the all attribute values need to
be contained in the topic.

We compare the ensemble approach of Section 3.4 (M1) with
its approximation in Section 3.5 (M2). As a baseline, we deploy
a simple Markov process (MP) that uses estimatesP(i ! |s) directly
instead ofQ(s, i ! ) for the computation of the topic in Section 3.6.
Thus, its probabilities are proportional to the number of times that
item i ! has been clicked in states. The baseline does not have ac-
cess to the transition functionP(i ! |s, a) and is estimated by maxi-
mum likelihood.

For the Þrst set of experiments, we only use a subset of the data
to compare the two proposed methods as the exact variant cannot
be evaluated on all available data due to memory issues. In the
corresponding subset, there are34, 343user sessions consisting of
722, 179 clicks in total with the average of21 clicks per session.
We split70%of the resulting sessions for training,20%as holdout,
and10% as test sessions according to the temporal nature of the
data. Optimal parameters! and " for the approximate M2 are
found by model selection using training and holdout sets only.

Table 1 shows average accuracies of the best models for Markov
assumptions of orderk %{1, 2, 3, 4}. The exact ensemble M1 per-
forms poorly for short histories but improves signiÞcantly for larger
k. We credit this Þnding to the necessity of taking chains of con-
secutive clicks into account. Although the individual predictions
on attribute levels are promising, the joint topic is not well cap-
tured. The predictive accuracy is constantly below 70%. We credit
this Þnding to sparsity issues on the small data sample, that is, a
great deal of different attribute combinations are observed but their
frequency is not high enough to explore the corresponding actions
well. By contrast, the approximate M2 performs much better for
short histories and detects the correct topic in 94% of the cases for

summand in the exponent is simpliÞed by
!

x !

P (x 0|x, a)V N (x 0) =
!

x !

P (x 0
1 |x1, a1) á á áP (x 0

n |xn , an )V N (x 0)

=
!

x !

P (x 0
1 |x1, a1) á á áP (x 0

n |xn , an )[V N (x 0
1) + á á á+ V N (x 0

n )],

where the latter gives rise to the telescope sum
!

x !
1

P (x 0
1 |x1, a1)

" !

x !
2

P (x 0
2 |x2, a2)

"
! á á á

á á á!
" !

x !
n

P (x 0
n |xn , an )

"
V N (x 0

1) + ... + V N (x 0
n )

# ###
.

The innermost summation over the new statex 0
n yields

V N (x 0
1)

!

x !
n

P (x 0
n |xn , an )+ á á á+

!

x !
n

P (x 0
n |xn , an )V N (x 0

n )

and since
"

x !
n

P (x 0
n |xn , an ) = 1 we obtain

V N (x 0
1) + ... + V N (x 0

n �1) +
!

x !
n

P (x 0
n |xn , an )V N (x 0

n ).

Drawing out the remaining terms from unrelated summations and
putting things together gives

V N +1 (x) =
1
!

log
!

a1

#
á á á

#!

an

$

j

exp[! { Rj (xj , aj )

+ "
!

x !
j

P (x 0
j |x j , aj )V N (x 0

j )} ]
%%

.

Reordering terms shows the claim.

Theorem 1 shows that any high dimensional fMDP with inde-
pendent attributes can be equivalently expressed by several inde-
pendent fMDPs. Exploiting the independence between the attribut-
es, the resulting ensemble consists of an fMDP for every indepen-
dent component. The resulting state spaces are independent se-
quences over a single attribute given by the Kleene closureSj =
(dom(Xj )) ⇤ for all componentsj . Note that a result by Koller and
Parr [18] shows that the value function of fMDPs does in general
not retain the structure of the process. Our Theorem proves that a
structured value function is generally obtainable for fMDPs with
independent components.

Still, a major drawback of the model is the dependence on the
whole session, that is, every viewed item impacts all subsequent
actions. We therefore take ak-th order Markov assumption to rep-
resent only thek most recently viewed items explicitly. The set of
states of thej -th fMDP is effectively reduced toSj = ( dom(Xj )) k .
The Markov assumption discards long-range dependencies and lead,
together with the previous independence assumption, to an efÞcient
and compact representation of the ensemble as shown in Figure 2
(right).

3.4 Optimisation
The resulting independent fMDPs can be optimised indepen-

dently and in parallel using standard reinforcement learning tech-
niques such as value iteration. Value iteration learns the state-value
function, V : S ! " , using the model of the environment and
the reward and transition functionsR(s, a) andP(s0|s, a), respec-
tively, and converges to the optimal solution in a discounted Þnite
MDP [29].

The set of states in thej -th fMDP is described by ak-sequence of
realisations of thej -th attributeXj given bysj = ( xt �k

j , . . . , x t
j ).

The task of the agent is to predict the value of actionaj # dom(Xj )
in the actual statesj . The transition functionP encodes the proba-
bility of observing the subsequent states0j = ( xt �k +1

j , . . . , x t +1
j )

and the reward functionRj provides feedback for recommending
aj in sj . Value iteration uses the following update rule for value
determination,

V N +1 (sj ) = max
aj

#
Rj (xj , aj ) + "

!
s!

j
P (s0j |sj , aj )V N (s0j )

%
.

When the value function converges to the optimalV ⇤, state-action
valuesQ(sj , aj ) can be derived

Q(sj , aj ) = R(sj , aj ) + "
!

s!
j
P (s0j |sj , aj )V ⇤(s0j ),

whereQ(sj , aj ) measures the quality of recommendingaj in state
sj . Realisations with highQ-values are likely to be observed in the
next page view while smallQ-values indicate very unlikely obser-
vations. We use the termsQ(sj , aj ) andQ(sj , x j ) interchangeably
in the remainder.

Reinforcement learning techniques often perform poorly in large
scale problems due to slow convergence rates. Adapting the model
to data is therefore performed in two steps. First, an initial model is
learned by value iteration where transition and reward functions are
adapted to historic data by maximum likelihood. The trained model
is then deployed in an online scenario where it is gradually updated
according to the user feedback to improve estimations. Value iter-
ation is repeated periodically to keep the system up to date.

3.5 Approximation
In practical applications, the available data is often too sparse to

allow for an accurate estimation of the transition probabilities. In
addition, applications on large-scales render keeping the whole set
of transition probabilities infeasible due to memory requirements.
We thus propose an efÞcient approximation of our model based on
the ideas of Shani et al. [28].

The main idea is to focus on estimating the probabilityPr( i 0|s)
of item i 0 to be clicked next, irrespectively of the action. The
transitionPr( i 0|s, a) can be approximatively reconstructed from
Pr( i 0|s) as follows. Recall that actiona is identical to an item
i # I . There are three possible outcomes of taking actioni = x
when in states: (i) The user accepts the recommendationi with
probability P (i |s, i ), (ii) she rejectsi and clicks instead on item
i 0 with probability P (i 0|s, i ), or (iii) the session terminates with
probabilityP ($|s, i ). Consider the former two events. The task is
to estimateP(i |s, i ) andP(i 0|s, i ) as a surrogate for the entire tran-
sition function. Note that in the latter, a click oni 0 is independent
of the recommended itemi .

The assumption is that the probability of clicking on a recom-
mended item is larger than the probability of choosing the item in
the absence of a recommendation, that isP (i |s, i ) % P(i |s) [28].
Analogously, the probability of clicking on itemi in the absence
of any recommendation is higher than for clicking oni when the
recommended item is actuallyi 0 &= i , that isP (i |s, i 0) ' P (i |s).
By choosing appropriate constants# > 1 and0 < $ < 1, the
desired quantities are approximated by[P (i |s, i ) ( #P(i |s) and
P(i |s, i 0) ( $P(i |s), subject toP(i |s, i ) +

"
i ! 6= i P (i 0|s, i ) +

P($|s, i ) = 1 , which is obtained by normalisation.

3.6 Topic Extraction
Once approximate or exactQ-valuesQ(sj , x j ) for all sequences

sj and realisationsxj are computed, they can be used to extract the
topic of the session as follows. The valueQ(sj , x j ) is proportional
to the probability that the user clicks on an item with attributexj

given the sequence of realisationssj . In other words, realisations
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xj with high Q-values are likely observed next and thus consti-
tute a part of the topic ofsj . For uniformly distributedQ-values,
e.g.,Q(sj , x j ) ! Q(sj , x !

j ) for all x j , x !
j , the topic contains the

whole domaindom(Xj ), indicating that thej -th attribute does not
contribute to the topic. As a consequence, any realisation of that
attribute may be observed next. IntermediateQ-values are ranked
according to their difference to the maximumQ-value, such that
the expected realisations of attributej are computed by the min-
max normalisation

q(Xj = xj |sj ) =
Q(sj , x j ) " minx !

j
[Q(sj , x !

j )]

maxx !
j
[Q(sj , x !

j )] " minx !
j
[Q(sj , x !

j )]
, (2)

for all 1 # j # n. The independent results are then multiplica-
tively combined to approximate the desired probabilities

P(x1, . . . , x n |s) $
n!

j =1

q(xj |sj ).

3.7 Recommendation
Our approach can also be turned into a recommender system as

follows. In contrast to the topic extraction, we use a softmax instead
of the min-max normalisation to translateQ-values into probabili-
ties,

Pr(Xj = xj |sj ) =
exp{Q(sj , x j )}"
x !

j
exp{Q(sj , x !

i j }
. (3)

The softmax gives us a probability distribution over the state space
of every attribute. The use of the exponential function penalises
even small differences and thus acts like a probabilistic winner-
takes-all. Note that in practice, recommendations have to be com-
puted very efÞciently under rigid time constraints. Having a clear
set of winners helps to speed-up the computation by continuously
Þltering out items at early stages that cannot make it into the top-m
to save time for more promising candidates.

Given the estimates in Equation (3), the score for itemi with
attribute combinationx1, . . . , x n is simply given by the product of
the corresponding probabilities, or alternatively, by the sum of the
corresponding log-probabilities, that is,

score(i ; s) =
n!

j =1

P (Xj = xj |sj ) $
n#

j =1

log P(Xj = xj |sj ).

The scores impose a ranking on the items and the top-scoring prod-
ucts can be recommended.

4. EMPIRICAL EVALUATION
In this section, we evaluate our approach on an anonymised click

log from Zalando1, a large European online fashion retailer. The
data distribution is modiÞed so that no conclusions on customer
data or business Þgures of the company can be drawn. There are
1, 721, 483 user sessions consisting of24, 353, 852 clicks in total.
Sessions are split after 25 minutes idle time and the average session
consists of 14 clicks. Every click is associated with a timestamp,
the attributes of the viewed item, user ID, and the recommended
items. We focus on attributes colour, gender, category, and price.
The latter is translated into 16 discrete categories. There are 62
different colours, 16 genders, and 61 categories in the log.

1www.zalando.de

4.1 Small-scale Topic Detection
Measuring the performance of topic detection methods using real

world data is difÞcult as topics are not observed variables but con-
tained only implicitly in the data. We therefore test the topic pre-
diction against the attribute values of the next clicked item.

Hence, we translate the distribution in Equation (2) into a dis-
crete set of attribute values. A simple thresholding approach dis-
cards unlikely realisations and returns a setTj for every attribute
1 # j # n given a sessions = ( s1, . . . , sn ),

Tj (sj ) = {xj |xj %dom(Xj ) & q(Xj = xj |sj ) > c }

wherec is a user deÞned constant. Large values ofc thin out the
topic and focus on highly probable attribute values; thus, empty
topics may be the consequence. On the other hand, small values
of c weaken the interpretability and usability of the resulting top-
ics unnecessarily that may contain many unlikely realisations. In
the Þrst set of experiments, we usec = 1

2 and study variations
of the parameter afterwards. The joint topicT (s) is then given as
the union over all attributes byT(s) =

$ n
j =1 Tj (sj ). The setT

speciÞes the attribute values that are within the topic of the session.
We evaluate the accuracy of the extracted topics for every at-

tribute as well as for the joint topic using indicator functions[[z]]
yielding one if the argumentz is true and 0 otherwise. LetTj (sj )
be the topic of an ongoing session andx!

j the corresponding real-
isation of the next clicked item. The topic prediction is correct if
[[x!

j %Tj (sj )]]. The joint topic is then evaluated by concatenating
the individual results with an and-operator,

acc(T, s, i ! ) =
n%

j =1

[[x!
j %Tj (sj )]].

Note that high accuracies in individual attributes do not necessarily
indicate a good joint performance as the all attribute values need to
be contained in the topic.

We compare the ensemble approach of Section 3.4 (M1) with
its approximation in Section 3.5 (M2). As a baseline, we deploy
a simple Markov process (MP) that uses estimatesP(i ! |s) directly
instead ofQ(s, i ! ) for the computation of the topic in Section 3.6.
Thus, its probabilities are proportional to the number of times that
item i ! has been clicked in states. The baseline does not have ac-
cess to the transition functionP(i ! |s, a) and is estimated by maxi-
mum likelihood.

For the Þrst set of experiments, we only use a subset of the data
to compare the two proposed methods as the exact variant cannot
be evaluated on all available data due to memory issues. In the
corresponding subset, there are34, 343user sessions consisting of
722, 179 clicks in total with the average of21 clicks per session.
We split70%of the resulting sessions for training,20%as holdout,
and10% as test sessions according to the temporal nature of the
data. Optimal parameters! and " for the approximate M2 are
found by model selection using training and holdout sets only.

Table 1 shows average accuracies of the best models for Markov
assumptions of orderk %{1, 2, 3, 4}. The exact ensemble M1 per-
forms poorly for short histories but improves signiÞcantly for larger
k. We credit this Þnding to the necessity of taking chains of con-
secutive clicks into account. Although the individual predictions
on attribute levels are promising, the joint topic is not well cap-
tured. The predictive accuracy is constantly below 70%. We credit
this Þnding to sparsity issues on the small data sample, that is, a
great deal of different attribute combinations are observed but their
frequency is not high enough to explore the corresponding actions
well. By contrast, the approximate M2 performs much better for
short histories and detects the correct topic in 94% of the cases for

summand in the exponent is simpliÞed by
!

x !

P (x 0|x, a)V N (x 0) =
!

x !

P (x 0
1 |x1, a1) á á áP (x 0

n |xn , an )V N (x 0)

=
!

x !

P (x 0
1 |x1, a1) á á áP (x 0

n |xn , an )[V N (x 0
1) + á á á+ V N (x 0

n )],

where the latter gives rise to the telescope sum
!

x !
1

P (x 0
1 |x1, a1)

" !

x !
2

P (x 0
2 |x2, a2)

"
! á á á

á á á!
" !

x !
n

P (x 0
n |xn , an )

"
V N (x 0

1) + ... + V N (x 0
n )

# ###
.

The innermost summation over the new statex 0
n yields

V N (x 0
1)

!

x !
n

P (x 0
n |xn , an )+ á á á+

!

x !
n

P (x 0
n |xn , an )V N (x 0

n )

and since
"

x !
n

P (x 0
n |xn , an ) = 1 we obtain

V N (x 0
1) + ... + V N (x 0

n �1) +
!

x !
n

P (x 0
n |xn , an )V N (x 0

n ).

Drawing out the remaining terms from unrelated summations and
putting things together gives

V N +1 (x) =
1
!

log
!

a1

#
á á á

#!

an

$

j

exp[! { Rj (xj , aj )

+ "
!

x !
j

P (x 0
j |x j , aj )V N (x 0

j )} ]
%%

.

Reordering terms shows the claim.

Theorem 1 shows that any high dimensional fMDP with inde-
pendent attributes can be equivalently expressed by several inde-
pendent fMDPs. Exploiting the independence between the attribut-
es, the resulting ensemble consists of an fMDP for every indepen-
dent component. The resulting state spaces are independent se-
quences over a single attribute given by the Kleene closureSj =
(dom(Xj )) ⇤ for all componentsj . Note that a result by Koller and
Parr [18] shows that the value function of fMDPs does in general
not retain the structure of the process. Our Theorem proves that a
structured value function is generally obtainable for fMDPs with
independent components.

Still, a major drawback of the model is the dependence on the
whole session, that is, every viewed item impacts all subsequent
actions. We therefore take ak-th order Markov assumption to rep-
resent only thek most recently viewed items explicitly. The set of
states of thej -th fMDP is effectively reduced toSj = ( dom(Xj )) k .
The Markov assumption discards long-range dependencies and lead,
together with the previous independence assumption, to an efÞcient
and compact representation of the ensemble as shown in Figure 2
(right).

3.4 Optimisation
The resulting independent fMDPs can be optimised indepen-

dently and in parallel using standard reinforcement learning tech-
niques such as value iteration. Value iteration learns the state-value
function, V : S ! " , using the model of the environment and
the reward and transition functionsR(s, a) andP(s0|s, a), respec-
tively, and converges to the optimal solution in a discounted Þnite
MDP [29].

The set of states in thej -th fMDP is described by ak-sequence of
realisations of thej -th attributeXj given bysj = ( xt �k

j , . . . , x t
j ).

The task of the agent is to predict the value of actionaj # dom(Xj )
in the actual statesj . The transition functionP encodes the proba-
bility of observing the subsequent states0j = ( xt �k +1

j , . . . , x t +1
j )

and the reward functionRj provides feedback for recommending
aj in sj . Value iteration uses the following update rule for value
determination,

V N +1 (sj ) = max
aj

#
Rj (xj , aj ) + "

!
s!

j
P (s0j |sj , aj )V N (s0j )

%
.

When the value function converges to the optimalV ⇤, state-action
valuesQ(sj , aj ) can be derived

Q(sj , aj ) = R(sj , aj ) + "
!

s!
j
P (s0j |sj , aj )V ⇤(s0j ),

whereQ(sj , aj ) measures the quality of recommendingaj in state
sj . Realisations with highQ-values are likely to be observed in the
next page view while smallQ-values indicate very unlikely obser-
vations. We use the termsQ(sj , aj ) andQ(sj , x j ) interchangeably
in the remainder.

Reinforcement learning techniques often perform poorly in large
scale problems due to slow convergence rates. Adapting the model
to data is therefore performed in two steps. First, an initial model is
learned by value iteration where transition and reward functions are
adapted to historic data by maximum likelihood. The trained model
is then deployed in an online scenario where it is gradually updated
according to the user feedback to improve estimations. Value iter-
ation is repeated periodically to keep the system up to date.

3.5 Approximation
In practical applications, the available data is often too sparse to

allow for an accurate estimation of the transition probabilities. In
addition, applications on large-scales render keeping the whole set
of transition probabilities infeasible due to memory requirements.
We thus propose an efÞcient approximation of our model based on
the ideas of Shani et al. [28].

The main idea is to focus on estimating the probabilityPr( i 0|s)
of item i 0 to be clicked next, irrespectively of the action. The
transitionPr( i 0|s, a) can be approximatively reconstructed from
Pr( i 0|s) as follows. Recall that actiona is identical to an item
i # I . There are three possible outcomes of taking actioni = x
when in states: (i) The user accepts the recommendationi with
probability P (i |s, i ), (ii) she rejectsi and clicks instead on item
i 0 with probability P (i 0|s, i ), or (iii) the session terminates with
probabilityP ($|s, i ). Consider the former two events. The task is
to estimateP(i |s, i ) andP(i 0|s, i ) as a surrogate for the entire tran-
sition function. Note that in the latter, a click oni 0 is independent
of the recommended itemi .

The assumption is that the probability of clicking on a recom-
mended item is larger than the probability of choosing the item in
the absence of a recommendation, that isP (i |s, i ) % P(i |s) [28].
Analogously, the probability of clicking on itemi in the absence
of any recommendation is higher than for clicking oni when the
recommended item is actuallyi 0 &= i , that isP (i |s, i 0) ' P (i |s).
By choosing appropriate constants# > 1 and0 < $ < 1, the
desired quantities are approximated by[P (i |s, i ) ( #P(i |s) and
P(i |s, i 0) ( $P(i |s), subject toP(i |s, i ) +

"
i ! 6= i P (i 0|s, i ) +

P($|s, i ) = 1 , which is obtained by normalisation.

3.6 Topic Extraction
Once approximate or exactQ-valuesQ(sj , x j ) for all sequences

sj and realisationsxj are computed, they can be used to extract the
topic of the session as follows. The valueQ(sj , x j ) is proportional
to the probability that the user clicks on an item with attributexj

given the sequence of realisationssj . In other words, realisations
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Figure 3: Left: Variance of topics. Center: Size of topics. Right: Impact of topic threshold.

4.5 Discussion
Tables 1 and 2 exhibit differences in the predictability of the

attributes. Unsurprisingly,genderis always predicted with high
accuracy as it is unlikely that users switch often between genders
within a session. The predicted accuracies for the attributecate-
gory are also high which indicates that many users do have a clear
need for a particular item or at least show interest in a certain type
of items. In contrast togenderandcategory, attributescolour and
priceprove more difÞcult. Apparently, users are somewhat ßexible
about prices and colours. Nevertheless, we observe highly accurate
predictions for these attributes for the approximate ensemble M2.

Note that the choice ofk depends on the application at hand. Our
results show that the performance of the exact M1 increases with
largerk (cmp. Tables 1 and 2). However, the larger the history,
the longer it may take to adapt to a change in the topic, for instance
because the user has not found what she was searching for or is dis-
tracted by a completely different item that is also displayed on the
page. In practice, the fMDPs could be reset after cart or purchase
operations by the user. The approximate fMDPs however perform
better for short histories although the effect becomes smaller for
larger training sets. We credit this Þnding to difÞculties in the ap-
proximation caused by sparsity in the data distribution.

Since the internal representation of the factored MDPs is a graph-
ical model, it is straight forward to augment additional variables to
capture the context of the user. For instance, a promising candidate
seems to be the time the user spends on the page before clicking.
Very short stays could be in indicator for dissatisfaction, possibly
followed by a change in topic while longer stays may give rise to a
careful examination of the item at hand and a possible cart opera-
tion.

Finally, recall the conceptual differences of the fMDP-based rec-
ommender and the collaborative Þltering baselines. While the for-
mer takes a session-based approach, the latter is user-centric and
implements the notion of personalisation. As argued in Section
2, the former aims to capture short-term interests of users while the
latter focuses on long-term interests. Thus, the two strategies can be
considered orthogonal. An interesting open questions is therefore
whether it is possible to combine session-based with personalised
strategies to obtain the best of the two worlds.

Table 3: Aggregated Average Ranks

k = 1 k = 2 k = 3 k = 4 TM CF
17,452 15,823 20,936 27,059 127,871 140,539

5. RELATED WORK
Topic detection is a broad Þeld in machine learning, particularly

for processing text due to the discrete nature of the data. Topics
of static data collections such as text corpora are traditionally iden-

tiÞed using Latent Dirichlet Allocation (LDA) [6] and variations
thereof. The evolution of topics in data streams is for instance de-
tected by modelling time [33] or by introducing additional depen-
dencies [2]. Other approaches, such as dynamic topic models [5]
and online LDA [1], study segmented data streams. The idea is
to turn topics of previous segments into priors for the actual time
slice. A drawback of these approaches is that the topics remain
constant across segments. That is, effectively the same topics are
re-identiÞed and there is no mechanism to discard outdated topics
or to introduce new ones.

Barbieri et al. [2] extend LDA to a Þrst-order Markov model that
determines topics of interest for collaborative recommendations.
They propose a personalised recommender system based on user
click histories where topics are identiÞed for every user in the sys-
tem. Wang and Blei [31] study LDA with collaborative Þltering
and matrix factorisation. The deploy topic modes to assess con-
tent similarities in the reduced space of topics. Similarly, Chatzis
[11] proposes to combine collaborative Þltering with indian buf-
fet processes for movie recommendations. The three approaches
therefore aim at capturing long-term interests of users and an ap-
plication to short-term goals of a session is not straight forward.
By contrast, Wang and Zhang [32] propose a session aware recom-
mender system that aims to capture the general intention of users
in terms of three predeÞned and abstract categories: repurchase,
variety-seeking, and buying new products. Note that the topics in
[2, 31, 11, 32] are computed prior to the recommendation and can
thus be considered static.

Markov decision processes (MDPs) [29, 24] are frequently used
for sequential decision-making under uncertainty. Shani et al. [28]
introduce sequential MDPs for recommender systems. Prior to
their work, Zimdars et al. [36] propose a sequential recommender
system where item recommendations are computed by random forests.
Rendle et al. [26] study Þrst-order Markov chains with matrix fac-
torisation for basket recommendations. A reinforcement learning
approach to recommender systems based on Q-learning has been
presented in [30]. Moreover, Karatzoglou [17] combines temporal
and collaborative aspects by minimising regularised loss functions.
We design our approach based on fMDPs to take advantages of
both, MDPs and factorisations. Factored MDPs are introduced by
Boutilier [7].

6. CONCLUSIONS
We presented a sequential session-based approach for detecting

the intention of user sessions on the Web. We phrased the problem
as a topic detection task in terms of item attributes and proposed
to solve the task via factored MDPs. We argued that a straight for-
ward application is infeasible and devised an efÞcient formulation
by assuming independence of attributes. We showed that factored
MDPs with independent components admit an equivalent represen-
tation as an ensemble of independent fMDPs with structured value
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Figure 3: Left: Variance of topics. Center: Size of topics. Right: Impact of topic threshold.

4.5 Discussion
Tables 1 and 2 exhibit differences in the predictability of the

attributes. Unsurprisingly,genderis always predicted with high
accuracy as it is unlikely that users switch often between genders
within a session. The predicted accuracies for the attributecate-
gory are also high which indicates that many users do have a clear
need for a particular item or at least show interest in a certain type
of items. In contrast togenderandcategory, attributescolour and
priceprove more difÞcult. Apparently, users are somewhat ßexible
about prices and colours. Nevertheless, we observe highly accurate
predictions for these attributes for the approximate ensemble M2.

Note that the choice ofk depends on the application at hand. Our
results show that the performance of the exact M1 increases with
largerk (cmp. Tables 1 and 2). However, the larger the history,
the longer it may take to adapt to a change in the topic, for instance
because the user has not found what she was searching for or is dis-
tracted by a completely different item that is also displayed on the
page. In practice, the fMDPs could be reset after cart or purchase
operations by the user. The approximate fMDPs however perform
better for short histories although the effect becomes smaller for
larger training sets. We credit this Þnding to difÞculties in the ap-
proximation caused by sparsity in the data distribution.

Since the internal representation of the factored MDPs is a graph-
ical model, it is straight forward to augment additional variables to
capture the context of the user. For instance, a promising candidate
seems to be the time the user spends on the page before clicking.
Very short stays could be in indicator for dissatisfaction, possibly
followed by a change in topic while longer stays may give rise to a
careful examination of the item at hand and a possible cart opera-
tion.

Finally, recall the conceptual differences of the fMDP-based rec-
ommender and the collaborative Þltering baselines. While the for-
mer takes a session-based approach, the latter is user-centric and
implements the notion of personalisation. As argued in Section
2, the former aims to capture short-term interests of users while the
latter focuses on long-term interests. Thus, the two strategies can be
considered orthogonal. An interesting open questions is therefore
whether it is possible to combine session-based with personalised
strategies to obtain the best of the two worlds.

Table 3: Aggregated Average Ranks

k = 1 k = 2 k = 3 k = 4 TM CF
17,452 15,823 20,936 27,059 127,871 140,539

5. RELATED WORK
Topic detection is a broad Þeld in machine learning, particularly

for processing text due to the discrete nature of the data. Topics
of static data collections such as text corpora are traditionally iden-

tiÞed using Latent Dirichlet Allocation (LDA) [6] and variations
thereof. The evolution of topics in data streams is for instance de-
tected by modelling time [33] or by introducing additional depen-
dencies [2]. Other approaches, such as dynamic topic models [5]
and online LDA [1], study segmented data streams. The idea is
to turn topics of previous segments into priors for the actual time
slice. A drawback of these approaches is that the topics remain
constant across segments. That is, effectively the same topics are
re-identiÞed and there is no mechanism to discard outdated topics
or to introduce new ones.

Barbieri et al. [2] extend LDA to a Þrst-order Markov model that
determines topics of interest for collaborative recommendations.
They propose a personalised recommender system based on user
click histories where topics are identiÞed for every user in the sys-
tem. Wang and Blei [31] study LDA with collaborative Þltering
and matrix factorisation. The deploy topic modes to assess con-
tent similarities in the reduced space of topics. Similarly, Chatzis
[11] proposes to combine collaborative Þltering with indian buf-
fet processes for movie recommendations. The three approaches
therefore aim at capturing long-term interests of users and an ap-
plication to short-term goals of a session is not straight forward.
By contrast, Wang and Zhang [32] propose a session aware recom-
mender system that aims to capture the general intention of users
in terms of three predeÞned and abstract categories: repurchase,
variety-seeking, and buying new products. Note that the topics in
[2, 31, 11, 32] are computed prior to the recommendation and can
thus be considered static.

Markov decision processes (MDPs) [29, 24] are frequently used
for sequential decision-making under uncertainty. Shani et al. [28]
introduce sequential MDPs for recommender systems. Prior to
their work, Zimdars et al. [36] propose a sequential recommender
system where item recommendations are computed by random forests.
Rendle et al. [26] study Þrst-order Markov chains with matrix fac-
torisation for basket recommendations. A reinforcement learning
approach to recommender systems based on Q-learning has been
presented in [30]. Moreover, Karatzoglou [17] combines temporal
and collaborative aspects by minimising regularised loss functions.
We design our approach based on fMDPs to take advantages of
both, MDPs and factorisations. Factored MDPs are introduced by
Boutilier [7].

6. CONCLUSIONS
We presented a sequential session-based approach for detecting

the intention of user sessions on the Web. We phrased the problem
as a topic detection task in terms of item attributes and proposed
to solve the task via factored MDPs. We argued that a straight for-
ward application is infeasible and devised an efÞcient formulation
by assuming independence of attributes. We showed that factored
MDPs with independent components admit an equivalent represen-
tation as an ensemble of independent fMDPs with structured value
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Reordering terms shows the claim.

Theorem 1 shows that any high dimensional fMDP with inde-
pendent attributes can be equivalently expressed by several inde-
pendent fMDPs. Exploiting the independence between the attribut-
es, the resulting ensemble consists of an fMDP for every indepen-
dent component. The resulting state spaces are independent se-
quences over a single attribute given by the Kleene closureSj =
(dom(Xj )) ⇤ for all componentsj . Note that a result by Koller and
Parr [18] shows that the value function of fMDPs does in general
not retain the structure of the process. Our Theorem proves that a
structured value function is generally obtainable for fMDPs with
independent components.

Still, a major drawback of the model is the dependence on the
whole session, that is, every viewed item impacts all subsequent
actions. We therefore take ak-th order Markov assumption to rep-
resent only thek most recently viewed items explicitly. The set of
states of thej -th fMDP is effectively reduced toSj = ( dom(Xj )) k .
The Markov assumption discards long-range dependencies and lead,
together with the previous independence assumption, to an efÞcient
and compact representation of the ensemble as shown in Figure 2
(right).

3.4 Optimisation
The resulting independent fMDPs can be optimised indepen-

dently and in parallel using standard reinforcement learning tech-
niques such as value iteration. Value iteration learns the state-value
function, V : S ! " , using the model of the environment and
the reward and transition functionsR(s, a) andP(s0|s, a), respec-
tively, and converges to the optimal solution in a discounted Þnite
MDP [29].

The set of states in thej -th fMDP is described by ak-sequence of
realisations of thej -th attributeXj given bysj = ( xt �k

j , . . . , x t
j ).

The task of the agent is to predict the value of actionaj # dom(Xj )
in the actual statesj . The transition functionP encodes the proba-
bility of observing the subsequent states0j = ( xt �k +1

j , . . . , x t +1
j )

and the reward functionRj provides feedback for recommending
aj in sj . Value iteration uses the following update rule for value
determination,
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When the value function converges to the optimalV ⇤, state-action
valuesQ(sj , aj ) can be derived

Q(sj , aj ) = R(sj , aj ) + "
!

s!
j
P (s0j |sj , aj )V ⇤(s0j ),

whereQ(sj , aj ) measures the quality of recommendingaj in state
sj . Realisations with highQ-values are likely to be observed in the
next page view while smallQ-values indicate very unlikely obser-
vations. We use the termsQ(sj , aj ) andQ(sj , x j ) interchangeably
in the remainder.

Reinforcement learning techniques often perform poorly in large
scale problems due to slow convergence rates. Adapting the model
to data is therefore performed in two steps. First, an initial model is
learned by value iteration where transition and reward functions are
adapted to historic data by maximum likelihood. The trained model
is then deployed in an online scenario where it is gradually updated
according to the user feedback to improve estimations. Value iter-
ation is repeated periodically to keep the system up to date.

3.5 Approximation
In practical applications, the available data is often too sparse to

allow for an accurate estimation of the transition probabilities. In
addition, applications on large-scales render keeping the whole set
of transition probabilities infeasible due to memory requirements.
We thus propose an efÞcient approximation of our model based on
the ideas of Shani et al. [28].

The main idea is to focus on estimating the probabilityPr( i 0|s)
of item i 0 to be clicked next, irrespectively of the action. The
transitionPr( i 0|s, a) can be approximatively reconstructed from
Pr( i 0|s) as follows. Recall that actiona is identical to an item
i # I . There are three possible outcomes of taking actioni = x
when in states: (i) The user accepts the recommendationi with
probability P (i |s, i ), (ii) she rejectsi and clicks instead on item
i 0 with probability P (i 0|s, i ), or (iii) the session terminates with
probabilityP ($|s, i ). Consider the former two events. The task is
to estimateP(i |s, i ) andP(i 0|s, i ) as a surrogate for the entire tran-
sition function. Note that in the latter, a click oni 0 is independent
of the recommended itemi .

The assumption is that the probability of clicking on a recom-
mended item is larger than the probability of choosing the item in
the absence of a recommendation, that isP (i |s, i ) % P(i |s) [28].
Analogously, the probability of clicking on itemi in the absence
of any recommendation is higher than for clicking oni when the
recommended item is actuallyi 0 &= i , that isP (i |s, i 0) ' P (i |s).
By choosing appropriate constants# > 1 and0 < $ < 1, the
desired quantities are approximated by[P (i |s, i ) ( #P(i |s) and
P(i |s, i 0) ( $P(i |s), subject toP(i |s, i ) +

"
i ! 6= i P (i 0|s, i ) +

P($|s, i ) = 1 , which is obtained by normalisation.

3.6 Topic Extraction
Once approximate or exactQ-valuesQ(sj , x j ) for all sequences

sj and realisationsxj are computed, they can be used to extract the
topic of the session as follows. The valueQ(sj , x j ) is proportional
to the probability that the user clicks on an item with attributexj

given the sequence of realisationssj . In other words, realisations

xj with high Q-values are likely observed next and thus consti-
tute a part of the topic ofsj . For uniformly distributedQ-values,
e.g.,Q(sj , x j ) ! Q(sj , x !

j ) for all x j , x !
j , the topic contains the

whole domaindom(Xj ), indicating that thej -th attribute does not
contribute to the topic. As a consequence, any realisation of that
attribute may be observed next. IntermediateQ-values are ranked
according to their difference to the maximumQ-value, such that
the expected realisations of attributej are computed by the min-
max normalisation

q(Xj = xj |sj ) =

Q(sj , x j ) " minx !
j
[Q(sj , x !

j )]

maxx !
j
[Q(sj , x !

j )] " minx !
j
[Q(sj , x !

j )]
, (2)

for all 1 # j # n. The independent results are then multiplica-
tively combined to approximate the desired probabilities

P (x1, . . . , x n |s) $
n!

j =1

q(xj |sj ).

3.7 Recommendation
Our approach can also be turned into a recommender system as

follows. In contrast to the topic extraction, we use a softmax instead
of the min-max normalisation to translateQ-values into probabili-
ties,

Pr(Xj = xj |sj ) =
exp{ Q(sj , x j )}"
x !

j
exp{ Q(sj , x !

i j }
. (3)

The softmax gives us a probability distribution over the state space
of every attribute. The use of the exponential function penalises
even small differences and thus acts like a probabilistic winner-
takes-all. Note that in practice, recommendations have to be com-
puted very efÞciently under rigid time constraints. Having a clear
set of winners helps to speed-up the computation by continuously
Þltering out items at early stages that cannot make it into the top-m
to save time for more promising candidates.

Given the estimates in Equation (3), the score for itemi with
attribute combinationx1, . . . , x n is simply given by the product of
the corresponding probabilities, or alternatively, by the sum of the
corresponding log-probabilities, that is,

score(i ; s) =
n!

j =1

P (Xj = xj |sj ) $
n#

j =1

logP (Xj = xj |sj ).

The scores impose a ranking on the items and the top-scoring prod-
ucts can be recommended.

4. EMPIRICAL EVALUATION
In this section, we evaluate our approach on an anonymised click

log from Zalando1, a large European online fashion retailer. The
data distribution is modiÞed so that no conclusions on customer
data or business Þgures of the company can be drawn. There are
1, 721, 483 user sessions consisting of24, 353, 852 clicks in total.
Sessions are split after 25 minutes idle time and the average session
consists of 14 clicks. Every click is associated with a timestamp,
the attributes of the viewed item, user ID, and the recommended
items. We focus on attributes colour, gender, category, and price.
The latter is translated into 16 discrete categories. There are 62
different colours, 16 genders, and 61 categories in the log.
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4.1 Small-scale Topic Detection
Measuring the performance of topic detection methods using real

world data is difÞcult as topics are not observed variables but con-
tained only implicitly in the data. We therefore test the topic pre-
diction against the attribute values of the next clicked item.

Hence, we translate the distribution in Equation (2) into a dis-
crete set of attribute values. A simple thresholding approach dis-
cards unlikely realisations and returns a setTj for every attribute
1 # j # n given a sessions = (s1, . . . , sn ),

Tj (sj ) = { xj |x j %dom(Xj ) & q(Xj = xj |sj ) > c }

wherec is a user deÞned constant. Large values ofc thin out the
topic and focus on highly probable attribute values; thus, empty
topics may be the consequence. On the other hand, small values
of c weaken the interpretability and usability of the resulting top-
ics unnecessarily that may contain many unlikely realisations. In
the Þrst set of experiments, we usec =

1
2 and study variations

of the parameter afterwards. The joint topicT (s) is then given as
the union over all attributes byT (s) =

$ n
j =1 Tj (sj ). The setT

speciÞes the attribute values that are within the topic of the session.
We evaluate the accuracy of the extracted topics for every at-

tribute as well as for the joint topic using indicator functions[[z]]
yielding one if the argumentz is true and 0 otherwise. LetTj (sj )

be the topic of an ongoing session andx!
j the corresponding real-

isation of the next clicked item. The topic prediction is correct if
[[x!

j %Tj (sj )]]. The joint topic is then evaluated by concatenating
the individual results with an and-operator,

acc(T, s, i !
) =

n%

j =1

[[x!
j %Tj (sj )]].

Note that high accuracies in individual attributes do not necessarily
indicate a good joint performance as the all attribute values need to
be contained in the topic.

We compare the ensemble approach of Section 3.4 (M1) with
its approximation in Section 3.5 (M2). As a baseline, we deploy
a simple Markov process (MP) that uses estimatesP (i ! |s) directly
instead ofQ(s, i !

) for the computation of the topic in Section 3.6.
Thus, its probabilities are proportional to the number of times that
item i ! has been clicked in states. The baseline does not have ac-
cess to the transition functionP (i ! |s, a) and is estimated by maxi-
mum likelihood.

For the Þrst set of experiments, we only use a subset of the data
to compare the two proposed methods as the exact variant cannot
be evaluated on all available data due to memory issues. In the
corresponding subset, there are34, 343 user sessions consisting of
722, 179 clicks in total with the average of21 clicks per session.
We split70% of the resulting sessions for training,20% as holdout,
and10% as test sessions according to the temporal nature of the
data. Optimal parameters! and " for the approximate M2 are
found by model selection using training and holdout sets only.

Table 1 shows average accuracies of the best models for Markov
assumptions of orderk %{ 1, 2, 3, 4} . The exact ensemble M1 per-
forms poorly for short histories but improves signiÞcantly for larger
k. We credit this Þnding to the necessity of taking chains of con-
secutive clicks into account. Although the individual predictions
on attribute levels are promising, the joint topic is not well cap-
tured. The predictive accuracy is constantly below 70%. We credit
this Þnding to sparsity issues on the small data sample, that is, a
great deal of different attribute combinations are observed but their
frequency is not high enough to explore the corresponding actions
well. By contrast, the approximate M2 performs much better for
short histories and detects the correct topic in 94% of the cases for

xj with high Q-values are likely observed next and thus consti-
tute a part of the topic ofsj . For uniformly distributedQ-values,
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Sessions are split after 25 minutes idle time and the average session
consists of 14 clicks. Every click is associated with a timestamp,
the attributes of the viewed item, user ID, and the recommended
items. We focus on attributes colour, gender, category, and price.
The latter is translated into 16 discrete categories. There are 62
different colours, 16 genders, and 61 categories in the log.

1www.zalando.de

4.1 Small-scale Topic Detection
Measuring the performance of topic detection methods using real

world data is difÞcult as topics are not observed variables but con-
tained only implicitly in the data. We therefore test the topic pre-
diction against the attribute values of the next clicked item.

Hence, we translate the distribution in Equation (2) into a dis-
crete set of attribute values. A simple thresholding approach dis-
cards unlikely realisations and returns a setTj for every attribute
1 # j # n given a sessions = ( s1, . . . , sn ),

Tj (sj ) = { xj |x j %dom(Xj ) & q(Xj = xj |sj ) > c }

wherec is a user deÞned constant. Large values ofc thin out the
topic and focus on highly probable attribute values; thus, empty
topics may be the consequence. On the other hand, small values
of c weaken the interpretability and usability of the resulting top-
ics unnecessarily that may contain many unlikely realisations. In
the Þrst set of experiments, we usec = 1

2 and study variations
of the parameter afterwards. The joint topicT (s) is then given as
the union over all attributes byT(s) =

$ n
j =1 Tj (sj ). The setT

speciÞes the attribute values that are within the topic of the session.
We evaluate the accuracy of the extracted topics for every at-

tribute as well as for the joint topic using indicator functions[[z]]
yielding one if the argumentz is true and 0 otherwise. LetTj (sj )
be the topic of an ongoing session andx!

j the corresponding real-
isation of the next clicked item. The topic prediction is correct if
[[x!

j %Tj (sj )]]. The joint topic is then evaluated by concatenating
the individual results with an and-operator,

acc(T, s, i ! ) =
n%

j =1

[[x!
j %Tj (sj )]].

Note that high accuracies in individual attributes do not necessarily
indicate a good joint performance as the all attribute values need to
be contained in the topic.

We compare the ensemble approach of Section 3.4 (M1) with
its approximation in Section 3.5 (M2). As a baseline, we deploy
a simple Markov process (MP) that uses estimatesP(i ! |s) directly
instead ofQ(s, i ! ) for the computation of the topic in Section 3.6.
Thus, its probabilities are proportional to the number of times that
item i ! has been clicked in states. The baseline does not have ac-
cess to the transition functionP(i ! |s, a) and is estimated by maxi-
mum likelihood.

For the Þrst set of experiments, we only use a subset of the data
to compare the two proposed methods as the exact variant cannot
be evaluated on all available data due to memory issues. In the
corresponding subset, there are34, 343user sessions consisting of
722, 179 clicks in total with the average of21 clicks per session.
We split70%of the resulting sessions for training,20%as holdout,
and10% as test sessions according to the temporal nature of the
data. Optimal parameters! and " for the approximate M2 are
found by model selection using training and holdout sets only.

Table 1 shows average accuracies of the best models for Markov
assumptions of orderk %{ 1, 2, 3, 4} . The exact ensemble M1 per-
forms poorly for short histories but improves signiÞcantly for larger
k. We credit this Þnding to the necessity of taking chains of con-
secutive clicks into account. Although the individual predictions
on attribute levels are promising, the joint topic is not well cap-
tured. The predictive accuracy is constantly below 70%. We credit
this Þnding to sparsity issues on the small data sample, that is, a
great deal of different attribute combinations are observed but their
frequency is not high enough to explore the corresponding actions
well. By contrast, the approximate M2 performs much better for
short histories and detects the correct topic in 94% of the cases for
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! Topic-driven recommendation outperforms 
traditional CF/MF approaches
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Conclusion

! Topic detection for user sessions	


! Sessions-based approach = short-term interests 	


! Exploit sequential nature of the data (MDP)	


! Content-based (factorise over attributes) 	


! Empirically outperform traditional CF/MF 
recommenders and straw men 
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Variance of Topics
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! Uncertainty decreases in length of session	


! Markov assumption influences convergence


